MATH 226: Notes on Assignment 13

6.1 Definitions and Examples

Practice Problems: 2, 3, 4,5

2. First, we note that

At the same time, we calculate

3. First, we see that

At the same time,
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4. Let 1 =y, o =9, za = y" and =4, = y"'. Then

r r
Iy =Y = Iz
o =1y" = x4
ﬂ?il _ yﬂﬂ _ _ﬁym . 33—}’ 4t = —6I4 . 31‘1 + t.
Therefore,
z \’ 010 0 ) 0
Ia o 00 1 0 Ia 4 0
T3 | 000 1 T3 0
Iy -3 0 0 —6 Iy t
5. Let ry =y, #o =y and x5 = y". Then
Ty =Y =1
zy =Y' =3
, » sint , 8 sint 8
rhy=9y"=—y" — —y+cost = —x3 — —x; + cost.
t t t t
Therefore,
1\’ 0 1 0 o 0
Ty = 0 0 1 rs | + 0

T3 —8/t 0 —sint/t T3 cost



6.2 Basic Theory of First Order Linear Systems

Practice Problems: 1, 3,5, 7,9, 11, 15

1. By Corollary 6.2.8, since the functions py(t) = 5, p4(t) = 4 and g¢(t) = t are continuous
on (—oo, 00), the solution is sure to exist for all £ € (—o0, 00).

3. We will rewrite the equation and apply Corollary 6.2.8. We rewrite the equation as

et T2

“ 4+ +
Y=Y -

y=0.

T Ht—1) and pa(t) = tt—1)

t # 0,1, the solution is sure to exist on the intervals (—oc,0), (0,1) and (1, c0).

Since the coefficient functions po(t) are continuous for all

5. First, we rewrite the equation as

r+5 tanT
y(4}+ yu+

r—1 r—1

r+5 tan
1 and py(z) = T These functions are contin-
E —

The coefficient functions are py(z) =

wous for all z # 1, +7/2, £37/2, .. .. Th;refore, the solution is sure to exist on the intervals
R (_3?]—/'2: _;r[f‘Z)? (_ﬂ—t'fQ: 1): KIJWIFQ): l:Tl'/‘Z: SWJ’IQ): v

7. First, we let

et et 2e
X(t)=1] 2 —2et 2e*
et et _Redt

For the first method of computing W [x;,x, x3], we begin by computing |X(¢)|. We see that

|X(t)] = ' (16e* — 2e*) — et (—16e™ + 2°) + 2*(2 — 2) = 14e* + 14e* = 28¢™.

Then, evaluating |X(0)|, we have |X(0)| = 28.
For the second method, we start by evaluating X(0). We see that

1 1 2
X(0)=| 2 -2 2
—1 1 —8

Then, |X(0)| = 28.



9. First, x; = Ax; fori = 1,2, 3, thus the x;’s are solutions. Next, we calculate Wx;, x5, x3](0).
Now

et et 2
X(t) = 0 —det €
—et et 2%
implies
1 1 2
X(0)=| 0 -4 1
-1 1 2
Therefore,

W xy,x2,x3](0) = det X(0) =1(—8—1) — 1(1 + 8) = —18.

Since Wxy,X2,x3](0) # 0, these functions are linearly independent and form a fundamental
set of solutions.
11. We compute: y; = 1 gives y{" + y] = 0, y» = cost gives y3' + y5 = sint —sin{ = 0, and
y3 = sint gives y5' + y3 = —cost + cost = 0. Therefore, y;,y2,y3 are all solutions of the
differential equation. We now compute their Wronskian. We have

1 cost sint

Wiy, y2,ys] = | 0 —sint  cost |,
0 —cost —sint

which implies W [yy, 32, y3] = 1(sin® ¢ + cos®t) = 1.

15. We compute: y; = 1 gives zy}" —yj = 0, ya = = gives =y — yj = 0, and y3 = z°* gives
zyy — y3 = 6z — 6z = 0. Therefore, y;,ys,y3 are all solutions of the differential equation.

We now compute their Wronskian. We have

1 = z2°
W[yl-:y?:ylE] =0 1 31‘2 5
0 0 6zx

which implies W[y, y2, y3| = 6.
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